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ABSTRACT
Melanoma is one of the top three most common skin cancers, origi-
nating from skin lesions and moles. Keeping track of skin lesion
and mole developments in a precise and long-term manner has
long been recommended but overlooked for the lack of accurate
and easy-to-access tools. In response, we develop SkinProfiler, a
low-cost mobile profiling tool for long-term skin health monitoring.
To use SkinProfiler, users clamp an LED ring accessory onto smart-
phone cameras and take photos of the skin region of interest using
the SkinProfiler app. Our modified photometric stereo algorithm
leverages 17 photos taken with the skin surface lightened under
various conditions to reconstruct 3D models of the skin surfaces.
Our system stores 3D information for skin lesion and mole monitor-
ing and diagnosis. The total cost of hardware assembly is under 20
dollars. We ran a preliminary evaluation to verify the performance
of our tool. Based on the results, we propose several future steps
including evaluations in clinical settings to complete this research.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools.
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1 INTRODUCTION
Skin cancers are among the most common types of cancer [15]. In
particular, malignant melanoma can be life-threatening if not de-
tected early. Specifically, metastatic melanoma has a 5-year survival
rate of approximately 10%. However, if it can be detected early, the
5-year survival rate increases to approximately 95% [34]. Melanoma
is the main complication of moles and skin lesions. Most moles,
brown spots, and growths on the skin remain harmless but can
develop into metastatic melanoma. Therefore, it is essential and
recommended to monitor moles and other skin lesions to look for
changes in size, shape, or color.

In an out-of-clinic setting, people are recommended to use the
ABCDE approach [30] and look for the ugly duckling sign [12],
both of which rely on the naked eye. There have been imaging
approaches to facilitate these processes by allowing users to take
photos of skin regions of interest [2, 24, 37]. In clinical settings,
dermatologists use dermoscopic camera systems, which are essen-
tially high-resolution RGB cameras. These existing approaches only
provide human-visible information and much depend on the ex-
aminers’ experience. These approaches might be subjective and
omit important information such as 3D shapes and thus can be
prone to error (i.e., higher misclassification rates). Therefore, tools
that can be easy to access, provide users with rich information, and
work outside clinics to facilitate accurate skin self-examinations,
are much needed.

In response, we created a mobile depth imaging tool geared to-
ward skin self-examinations. Melanoma growth in the z-direction
can be retrieved by sensing changes in the height with our tools.
Our tool consists of an image acquisition phone accessory, algo-
rithms built on the photometric stereo, and a visualization app.
Collectively, we name our tool, SkinProfiler. In addition to RGB
images of skin surfaces, our tool uniquely enables 3D depth sensing,
allowing users to track shape changes of skin lesions and moles. In
doing so, we create a new channel of information – depth, that users
can rely on in self-examinations. We focus on depth information,
commonly perceived as critical information in melanoma diagnosis.
For instance, two metrics out of the five in the ABCDE approach
involve checking on the depth information of skin surfaces (i.e.,
Asymmetry, and Evolving). Aligned with our effort are prior works
that developed hyper-spectral imaging to provide dermatologists in-
visible information that cannot be provided by dermoscopic camera
systems [17]. In addition, new raw sensing data can provide richer
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feature sets as input and have the potential to enhance existing
deep learning methods to aid melanomas diagnosis [13].

Our tool utilizes photometric stereo, which is a conventional
technique for 3D reconstruction. Our work differs with prior work
[27] in terms of innovation in using mobile phone camera as the
image sensor to reduce the cost of the overall system and enhance
the portability. By potentially turning billions of smartphones into
skin profiling devices, our contributions include:

(1) A compact and low-cost image acquisition phone accessory
that features an LED ring for mobile uses.

(2) A calibrated photometric stereo algorithm to retrieve the
3-dimensional geometry.

(3) A visualization phone app that works in concert with the
hardware and the algorithm to facilitate users’ comprehen-
sion of the sensory data.

(4) A preliminary evaluation that verifies the performance of
our tool and suggests future steps.

2 RELATEDWORK
2.1 Mobile Health Sensing
Smartphones, widely used and always available, provide an ideal
platform for health sensing in our daily lives. Unlike using a self-
customized attachment to sense and digitally communicate with
the phone, built-in sensors are paid with more attention because of
their more comprehensive application values. For example, Wang
et al. developed "Seismo" to monitor blood pressure based on a
built-in camera, and accelerometer [33]. With the development of
computer vision, the camera has high potential value for integrating
various medical functions into smartphones. For example, based
on the smartphone camera, "Oralcam" enables self-examination of
Oral Health [18]; "HemaApp" enables noninvasive blood screening
of hemoglobin [32]; Chan et al. realizes pediatric vascular anom-
alies identifying with deep learning [4]. Skin-related Mobile Heath
research is also a important branch [5, 31].

2.2 Smartphone-based Skin Imaging
Although skin cancer is an increasing health issue, it is difficult
for specialized health care professionals to implement population
screening programs [8]. Thanks to the ubiquity of smartphone
usage, smartphone-based skin imaging provides a more efficient
way for more people to access early detection and surveillance of
skin cancer [2, 8]. With the development of image-based computer-
aided skin cancer diagnosis, there are already many intelligent skin
healthcare apps that leverage the phone camera to retrieve user’s
skin information [16, 24, 37]. For example, the Miiskin app can
monitor moles’ numbers, positions, and sizes based on automatic
skin imaging and mapping [22, 23]. SkinVision app is a smartphone
app that expands users’ ability to self-check moles and augments
their knowledge about when and how to act [25]. Besides, some
advanced mobile imaging algorithms further power the image pro-
cessing of skin examining and mole screening [21]. However, most
of them are based on 2D imaging, morphological evaluation [10]
and machine learning [7, 29]. Furthermore, the clinical utility of
deep learning models has yet to be demonstrated [38], and it is also
difficult for users to comprehend.

2.3 Photometric Stereo Imaging
Photometric stereo is a 3D reconstruction method that recovers
the orientation of the surface of objects using the observed inten-
sity variations caused by illumination changes [1]. This working
principle of this method is based on the fact that the amount of
light reflected by a surface depends on the orientation of the sur-
face relative to the light source and the observer [36]. Although
the technique starts with the assumption that the object needs to
be Lambertian [35], known point-like distant light sources, and
uniform albedo [26], it has been expanded to various situations
later, including non-Lambertian surface [6, 28]. Because the skin
diffusely reflects incident light, it is somewhat Lambert reflective,
enabling us to use the basic photometric stereo method.

The method requires at least three images obtained by lighting
in different directions with the relative position of the camera and
object unchanged.When collectingmultiple images, the camera and
the object must not bemoved. Because the photometric stereoscopic
method is based on theWoodham algorithm, it has some limitations.
For one thing, it assumes that the camera is distortion-free. On the
other hand, it is assumed that the beams emitted by each source
are parallel and uniform.

3 IMPLEMENTATION
SkinProfiler mainly consists of three main components 1) a phone
accessory, 2) a photometric stereo algorithm, and 3) a phone app.

3.1 Phone accessory
To use SkinProfiler, the accessory that we need is the image acqui-
sition system, which is demonstrated in Figure 1(a). At the core of
this accessory is an LED light dome that retrieves 16 illuminating
conditions using this device. We use a phone camera macro lens,
and we mount onto it a 3D printed dome with a ring of 16 LEDs
controlled by Teensy 3.2. As a prerequisite to reducing ambient
light’s influence, we choose to use black materials to create a com-
pletely dark environment. The user shall use the clip and position
the lens right on top of the mobile phone camera to use this part.

The LED light dome is assembled with Figure. 1(b.1-b.6). The
camera clamp (Figure. 1(b.1)) clips everything on top of the phone
camera. It uses the screw mechanism fixing the 25x macro lens
(Figure. 1(b.3)), and the slider on the clamp can be used further to
adjust the relative position of the lens and phone camera. Since
a phone camera at a close distance (≤ 5 cm) induces an inability
to focus, we used the 25x macro lens (Figure. 1(b.3)). This usage
reduces the depth of field of the phone camera to around 2 - 4cm,
which suits the need for close-range acquisition of skin images.
To give an appropriate camera to object distance, we created a
light dome (Figure. 1(b.6)). On its inner surface, 16 white LEDs
(Figure. 1(b.6)) are positioned to create the illumination conditions
for the photometric stereo algorithm. The sequence of 16 LEDs is
controlled by Teensy 3.2 board (Figure. 1(b.4)). Lastly, the Teensy
holder (Figure. 1(b.2)) is for cable management and fixing the Teensy
board. All materials are easily accessible through online distributors
and can be reproduced for less than 20 dollars.
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Figure 1: (a) SkinProfiler (top-left) LED light dome front view, (Middle) LED light dome all LEDs on, (top-right) LED light dome
side view, (bottom-left) the calibration tool, (bottom-right) usage of the calibration tool; (b) fabrication and accessory assembly
1.camera clamp, 2.teensy holder, 3.macro Lens (25x), 4.Teensy 3.2, 5.light dome, 6.white LED, 7.stainless steel ball, 8.ball holder.

Figure 2: Our photometric stereo algorithm and calibration
pipeline.

3.2 Algorithm
Figure 2 describes the pipeline for the photometric stereo algorithm.
It mainly consists of two parts:

Generating Normal Maps: The first part consists of generat-
ing the normal map and albedo of the target skin patch. The main
algorithm for the 3D surface reconstruction starts after the light di-
rections for each of the LEDs on the LED ring are obtained through
the calibration method (section 3.3). They are each treated as a point
light source for now despite being close to the target because this
deviation will be reduced to a certain extent in the post-processing
step. As stated by Woodham [35] in classical photometric stereo,
we first collect multiple images of the target area using different
light sources (LEDs in our case) and stack them on top of each other.
Using the classical formula of photometric stereo for an image with
𝑝 pixels, we have:

𝐼 = 𝜌𝐿𝑇 �̂� (1)
Where 𝐼 ∈ R𝑚×𝑝 and is the intensity vector which gives us the

intensities measured from m light sources (which is 16 in our case),
𝐿 ∈ R3×𝑚 is the light direction matrix for m light sources in the 3
spatial dimensions, �̂� ∈ R3×𝑝 is the surface normal at that pixel,

and 𝜌 is the albedo of the target. We can then find the normal map
using the pseudoinverse of 𝐿𝑇 .

Normal Integration: The second part of the algorithm is to
reconstruct the 3Dmodel of the target skin patch using the obtained
normal map. The normal map gives us the gradient of the target at
each pixel which is then integrated using Discrete Poisson Normal
Integration [14] with the following equation:

𝐽 (𝑧) =
∬

((𝑧𝑥 − 𝑝)2 + (𝑧𝑦 − 𝑞)2) 𝑑𝑥 𝑑𝑦 (2)

Where 𝑧 is the estimated depth function and 𝑝 and 𝑞 are the
gradients with respect to 𝑥 and 𝑦 obtained using the normal map.
The above equation is discretized using finite differences giving us
a linear system𝐴𝑥 = 𝑏 with the x and b values corresponding to the
stacked values of 𝑧𝑖, 𝑗 and given data (𝑝𝑖, 𝑗 , 𝑞𝑖, 𝑗 ). The A matrix gives
the coefficients that arise from approximating the Laplace operator
Δ [3]. Lastly, in order to enhance the performance of the solver, we
precondition the linear system of equations with a matrix 𝑀 that
approximates 𝐴−1. The modified system is given as:

𝑀𝐴𝑥 = 𝑀𝑏 (3)

This modified system gives better efficiency than the traditional
solver as 𝑀𝐴 is now equivalent to the Identity matrix. The con-
vergence speed of the iterative solver is much better, especially
when A is a sparse matrix as it is in our case where the images
are downsampled to a lower resolution (640 × 640) to improve the
computation speed.

Additionally, to improve the overall reconstruction of the target
area, we provide an artificial depth prior where we consider the
edges of the target to be flat, as in most cases of skin profiling.
This post-processing also helps with reducing the paraboloid type
effect that the reconstruction of near light photometric stereo with
classical photometric stereo produces [11].

3.3 Calibration
We fabricated a calibration tool for getting the exact LED position
relative to the area of interest because we consider the error in
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Figure 3: Example inputs for calibration (a) 𝑡 = 0 image for
getting all 16 LEDs’ positions (b) 𝑡 = 𝑇 image for recognizing
the starting position (c) 𝑡 = 2𝑇 image for recognizing the
direction of LEDs’ illuminations.

Figure 4: SkinProfiler workflow with UI design.

position caused by subtle differences in how people position the
LED light domes. It consists of a metal ball with available sizes and
a holder printed by a 3D printer. The calibration tool is assembled as
is shown in Figure. 1(b.7,b.8)). The stainless steel ball (Figure. 1(b.7))
is for reflecting the LEDs’ illuminations during the calibration pro-
cess. Knowing the real size of the stainless steel ball, we can also
calibrate the pixel to real distance. The ball holder (Figure. 1(b.8))
is for revealing the hemisphere of the stainless steel ball so that the
geometric center of the ball is aligned with the illumination center
within the LED light dome.

In the calibration step, we take three images of a stainless steel
ball with different LEDs ON in order to determine the light direc-
tions of the LEDs. These three images are essential to generating
accurate light directions because of how the light directions change
each time the hardware is clipped onto the mobile phone (i.e., the
angle of rotation of the hardware is accounted). We estimate the ra-
dius and the coordinates of the center of the circle and then extract
the locations of the specular highlights caused by the LEDs on this
ball (brightest spots). The surface normals at these spots are then
computed using the properties of a sphere. We can then use the
geometry of Snell’s Law for a reflective surface with 𝑅 = (0, 0, 1) as
the viewing direction [9], and determine the light directions as in
the following equation, with N being the surface normals.

𝐿 = 2(𝑁 · 𝑅)𝑁 − 𝑅 (4)

3.4 Mobile App
Figure 4 shows the phone app of SkinProfiler. The Introduction page
provides information on melanoma skin cancer, which can help the
user understand what melanoma is, how detrimental it is to their
health, and motivations of our system. There is also a calibration
page that reminds the user to take a photo before using the hard-
ware. Moreover, this picture will be used to correct the illumination

information. The Position Adjustment page allows users to view
images captured by the phone’s camera. Our app will remind users
to adjust the position of the smartphone to make the mole appear
in the center of the image. When users click the button to start
scanning, the smartphone will take 17 images continuously accord-
ing to the time interval of one photo per second. The 3D Model
Demonstration page enables the users to check the 3D structure of
the mole. Users can view the 3D model from different angles by
swiping gestures. Finally, the Volume History page visualizes the
mole over the time axis, facilitating users to spot minute changes
over time.

4 TECHNICAL EVALUATION
4.1 Setup and Procedure
We used an iPhone 13 in this evaluation. For the result of this paper,
all pictures taken in this section were taken through the main
camera of iPhone 13. Nonetheless, the purpose of this project is not
phone specific.We do not focus on any particular tech specifications
of any mobile phone cameras, and we do not make our engineering
tailored toward iPhone 13. In the design process, we also tried
other mobile phones within the lab with different levels of camera
resolutions, and all those designs above are transferable to other
devices.

To evaluate the effectiveness of the 3D reconstruction algorithm,
we printed simple 3D semi-sphere geometry patterns to simulate
moles on the skin. 3D printed geometry gives us the knowledge of
the ground truth of the testing objects, so the evaluation process is
numerical. In Figure. 5(a), we took two experiments to see (1) how
results will vary if we change the sizes of the semi-spheres and (2)
how results will vary if we change the quantity of the semi-spheres.
For test 1, besides a blank surface, the resting 7 examples were semi-
sphere with radius increases every 0.5mm starting from 1.5mm. For
test 2, all semi-spheres were of radius 2 mm, and the quantities
ranged from two to nine, and the semi-spheres were arranged in
a compact and straightforward manner. For the experiments, We
conducted 5 trails on each case, and each trial lasted around 60 - 90
seconds.

4.2 Results and Discussions
We report the error of depth of each surface mesh for our experi-
ments, which means we quantify the differences between the recon-
structed 3D models and the test surfaces as an average point-wise
difference between the recovered height map and the ground truth
height map. For our depth evaluation, only the pixels with valid
depths in both ground truth and the reconstructed depth map will
be involved in error calculation.

The recovered surface (Figure. 5(b)) can be represented by a
normalized the height map Z ∈ R𝑚×𝑛 with elements’ values in
between 0 and 1. We then normalized the known ground truth
Z0 ∈ R𝑚×𝑛 to be Z̄0 ∈ R𝑚×𝑛 . The point-wise error rate is 𝜖𝑖, 𝑗 =

|Z𝑖 𝑗 − Z̄0𝑖 𝑗 |, and the error rate is represented by 𝜖av = 1
𝑚×𝑛

∑
𝑖, 𝑗 𝜖𝑖, 𝑗 .

Qualitatively, Figure. 5(b) demonstrates that the algorithm can
distinguish the sizes and quantities of the semi-sphere patterns. The
recovered surfaces maintain the same convexity with respect to the
ground truth. From Figure. 5(d), the largest differences between the
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Figure 5: Object images, recovered surfaces, height maps, point-wise differences and error rates; (test 1) one semi-sphere of
radius from 1.5 to 4.5mm, and a flat surface as a comparison; (test 2) 2.0mm radius semi-spheres with quantity from 2 to 9.

Figure 6: Average value across five trials: point-wise average
error rates for test 1 (blue) and test 2 (orange).

recovered surface and the ground truth all happen at the edge of
the semi-sphere.

Quantitatively, Figure. 6 records averaged error rates across 5
trails on the test cases. As we can see, the algorithm achieves the
error rate of 2% - 14%. Interestingly, comparing test 1 and test 2, we
found our algorithm performs overall better in a single semi-sphere.
Also, for both tests, the algorithm performs worse as the regions
for 3D geometry increase.

Currently, our algorithm could only yield smooth and continuous
reconstructions (even if there is a sudden change in depth value)
due to the nature of discrete Poisson integration. As the number
of the features and contours increases, the consistency of heights
across the reconstruction decreases, giving us slightly erroneous
values. These deviations can be reduced to a certain extent when
the regions of interest are isolated and reconstructed separately.

Our system is relatively good at distinguishing and tracking the
bulk shapes, yet there is still room for improvement for detailed
texture recovery.With higher fidelity in reconstructions, the system
could meet requirements for clinical usages, which we plan to
investigate in the future. In the current design, we have only applied
a basic version of photometric stereo, which is constrained by
simplified priors. Future work will explore advanced photometric
stereo models, which have been proven successful in prior works
[19, 20].

To validate our system clinically, we will run user studies by
collaborating with medical professionals in the follow-up research.
We would like to explore how to use SkinProfiler to support long-
term skin health monitoring and telemedicine. We also plan to use
SkinProfiler as a platform to investigate the interpretability and
explainability of the result to let those without medical knowledge
easily understand their skin health status. For example, we can
quantify the 3D shape and assess the possibility of melanoma based
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on AImodels explained by easy-to-understand visualizations. These
efforts would further extend the reach of the proposed system to a
wider group of users for real-world impacts.

5 CONCLUSION
We present SkinProfiler, an end-to-end skin profiling system that
leverages photometric stereo in mobile settings to reconstruct and
keep track of 3D geometries of skin lesions andmoles. The proposed
system aims to facilitate users with a more flexible and easy-to-
access way to self-examine early signs of melanoma, enabling long-
term out-of-clinic skin health monitoring. We built SkinProfiler
out of 1) a photo accessory with a dome that features 16 LEDs,
2) a photometric algorithm with its calibration process, and 3) a
mobile app that visualizes the sensory data and facilitates users’
comprehension of the data. A series of technical evaluations have
pointed us to future work to improve the system for real-world
user applications and evaluations.
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